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Abstract: 
Wrist-worn devices such as smart-watches can be a 

perfect way to collect personalized user data, since these 

devices are embedded with various sensors such as the 

accelerometer and gyroscope which can sense user’s hand 

movement, as well as help in identifying the activity 

performed by the user. Additionally, smart-watches are light 

and unobtrusive unlike the wristbands used in past studies 

which require the user to be connected by several wires and 

bulky sensors. In this study, we examined the different neural 

network adopted for the recognition of hand-based behavioral 

activity to recognize six complex hand motion activities such 

as smoking, drinking, eating, typing giving a talk and writing 

with a pen in a non-controlled environment, using 

accelerometer and gyroscope sensor signals acquired from 

smart-watch. Unlike other machine learning methods which 

use hand crafted features, CNN can learn features 

automatically from the data as well as capture local 

dependency.  

Keywords: 
Deep learning; Convolutional neural network; Hand 

motion; Behavioral activity 

1. Introduction 

The past decade has experienced great advances in 

sensor technology and wireless communication networks in 

terms of capacity increase, cost efficiency and power 

efficiency. For instance, computing devices such as mobile 

phones have had battery capacity increase from around 

950mAh in around 2008 to over 1500 mAh now [1]. 

However, human activities have a complex hierarchical 

structure where an activity can be broken down into several 

simpler activities. Also a single activity can be performed 

in different styles. This complex and diverse nature of the 

activates makes it challenging to model as well as 

accurately recognition these activities [2-3]. fig.1 shows a 

general flow of activities involved in an activity recognition 

process. In the training phase, features are extracted from 

the raw time series data and then used to build and train a 

classification model. Features can be done using traditional 

statistical methods or using deep learning techniques. In the 

classification phase, key features are extracted from 

previously unseen raw data, and then the trained model is 

used to predict an activity class label. 

 
Fig.1 Activity recognition process 
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2. Background 

Activity recognition from body worn sensors has been 

on the rise. Originally, activity recognition relied on the use 

of specially engineered devices which were distributed in 

the various parts of the subject’s body[4-5]. However, in 

the recent years, commercial smartphones have been 

utilized to identify physical human activities[6-12]. 

Smartphone devices contain the sensors such as the 

accelerometer and the gyroscope which are mainly required 

for activity recognition. The use of smartphone brought 

about the increased success in the human activity 

recognition field and expanded its application. Nevertheless, 

it introduced limitations in terms of their placement as well 

as the orientation [13]. For example, [14] presents an 

activity recognition system to recognize nine different 

gestures usually performed in daily activities by means of 

ring and bracelets IMUs placed on the fingers and on the 

wrist, respectively. Two commonly used supervised 

machine learning techniques: Decision Tree and Support 

Vector Machine were used for classification. [15] 

Investigate the problem of activity recognition using 

accelerometer data generated from wrist-worn devices. 

Work focus on the recognition of ambulation activities like 

Walking, Standing, Sitting and Lying, which will enable 

various human performance evaluation applications. They 

used Naive Bayes, Support Vector Machines, Decision Tree, 

k-Nearest Neighbors, Multilayer Perceptron, and Random 

Forest classifiers for their study where sensor data from the 

accelerometer was fed to individual classifiers as well as 

their combinations for training and validation. Results show 

that data generated by wrist-worn accelerometer sensor are 

insufficient for ambulation activity recognition and can be 

used for human performance evaluation applications.  

 
Fig.2 The coordinate system of a smart-watch 

3. State of the art 

Deep Learning is a new area of Machine Learning 

research, inspired by information processing and 

communication patterns in biological nervous systems. As 

it developed over the past several decades, deep learning 

has heavily depended on our understanding of human brain, 

statistics and applied mathematics [16-18]. Tremendous 

growth in terms of popularity and usefulness of deep 

learning approaches has been witnessed in recent years 

brought about by increasing computer power, ever 

increasing amounts of data as well as techniques for 

training deeper networks. Deep-learning methods are 

considered as some kind of representation-learning methods 

consisting several level of representation made up of simple 

but non-linear processing units and transformation [19-21]. 

Additionally, the predictive accuracy increases with more 

data availed [22]. Applying deep learning to sensor data has 

a number of rewards. To start with, deep learning enables 

us to automatically extract meaningful features from high-

dimensional data thus eliminating the need for hand crafted 

or heuristic-based features [23]. Secondly, with the scarcity 

in labeled activity data, deep learning models can utilize 

unlabeled activity samples for model fitting in an 

unsupervised pre-training phase [24]. Finally, deep learning 

models are robust to over fitting problems [25] During 

classification tasks, features of the input essential for 

discrimination are amplified as you move to higher layers 

of representation while the irrelevant variations are 

suppressed.   

4. Deep learning and hand-based behavioral activity 

Recognition of human activities is still immature due 

to the poor recognition accuracy of existing recognition 

methods as well as scarcity of labeled training data [26]. In 

the past decade, deep learning has gained a lot of attention 

in various fields especially with its successful application in 

areas of image and speech recognition. Deep learning 

techniques such as CNNs, which is a powerful feature 

extractor and classifier, have set the latest state-of-the-art 

performance in the area of image and speech [28]. However, 

it is not only image and speech recognition that can benefit 

from such a powerful deep learning tool; Human Activity 

Recognition (HAR) is one field that is also a good match 

especially when it comes to handling hierarchical structure 

of activities, translation invariance and temporally 

correlated readings of time-series signals, as well as HAR 

feature extraction problems [27]. A deep convolutional 

neural network approach that uses data from the 

smartphone sensors to perform efficient and effective 
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human activity recognition was proposed in [28]. The 

proposed approach exploits the inherent characteristics of 

activities and 1D time-series signals, at the same time 

providing a way to automatically and data-adaptively 

extract robust features from raw data. From their study, 

they concluded that CNN outperforms other state of the art 

techniques in HAR in terms of deriving relevant and more 

complex features as well as classification on moving 

activities, especially those that are very similar to one 

another, which were previously alleged to be very difficult 

to classify. Deep Learning (DL) techniques have been 

shown to offer excellent solutions since they allow an 

automatic extraction of features without any domain 

knowledge [29]. It is evident that Convolutional neural 

network (CNN) as a type of deep learning technique, 

through its alternating convolution and pooling operations 

has the ability to exploit these signal and activity 

characteristics as well as offer us hierarchical extraction of 

relevant features as presented in fig.3. 

 
Fig.3 CNN architecture for hand motion classification

 

Table 2 Different methods of activity recognition report 

Reference 
Smartphone 

position 

Activity 

numbers 
Contributions 

Algorithms 

and accuracy 
Limitation 

Anjum et al. 

[16] 2013 

Pant pocket, 

hand, handbag, 

shirt pocket 

7 Activity recognition with 

smartphone at multiple 

positions including pant 

pocket, hand, handbag and 

shirt pocket 

Decision tree 

(98.5%) 

Limited activity 

traced and thus 

would tradeoff 

the performance 

in external 

verification  

Aril [17] 

2014 

Leg front pant 

pocket 

6 Demonstrated of better 

activity classification accuracy 

10-fold KNN 

(98.2%) 

Position is fixed 

in front pants leg 

pockets 

Roman et al. 

[18] 2013 

Leg front pant 

pocket 

9 Estimation of total energy 

expenditure with phone 

position independence by 

transform 

Total energy 

expenditure 

(73.6%) 

Low accuracy 

Yongjin et 

al. [19] 2014 

Pants pocket 5 Unsupervised learning without 

labels 

Hierarchical 

clustering or 

DBSCAN 

(90. 3%) 

Some important 

activities 

including going 

upstairs and 

downstairs were 

not studied. 

Sourav et al. 

[20] 2014 

Jacket pocket, 

pant pocket, 

backpack 

8 Deal with unlabeled data Sparse coding 

(80%) 

Some important 

activities 

including going 

upstairs and 

downstairs were 

not studied. 
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Miao et al. 

[2] 2015 

Any pocket 5 Automatically identifying the 

location of the smartphone and 

conveniently activity 

recognition with smartphone 

at any pocket  

10-fold J48 

(89.6%) 

More situations 

as in the hand, 

should be further 

studied 

 

5. Conclusion 

In this paper, we discussed the basic ideas behind deep 

learning and specifically the Convolution Neural Networks. 

We also presented some of the past studies that used deep 

learning techniques to solve hand motion recognition 

problems. From our literature survey, we can conclude that 

CNNs have the potential of taking hand motion recognition 

research to a whole new level. Unlike other neural network 

techniques that require the user to do hand crafted feature 

extraction, CNNs can do both feature extraction as well as 

prediction/classification in one. Future work can consider 

deep transfer learning method for improved accuracy. 
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